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Introduc1on
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Mathema1cs & Science

• In science, we use mathema1cs to understand physical 
systems.  

• Different fields of science explore different ‘domains’ of 
the universe, and have their own sets of equa1ons, 
encapsulated in theories.  

• Determining the theories and governing equa1ons 
requires observa1on or experimenta1on, and tes1ng 
hypotheses.
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[Courtesy of San Diego Supercomputer Center]

4



Scien1fic Compu1ng

• Computa1onal research has emerged to complement experimental methods 
in basic research, design, op1miza1on, and discovery in all facets of 
engineering and science 

• In certain cases, computa1onal simula1ons are the only possible approach to 
analyze a problem: 
– Experiments may be cost prohibi1ve (eg. flight tesCng a 1,000 fuselage/wing-body 

configuraCons for a modern fighter aircraN) 
– Experiments may be impossible (eg. interacCon effects between the InternaConal 

Space StaCon and ShuQle during docking) 

• Simula1on capabili1es rely heavily on the underlying compute power (e.g.  
amount of memory, total compute processors, and processor performance) 
– Fostered the introduc1on and development of super-computers star1ng in the 

1960’s 
– Large-scale compute power is tracked around the world via the Top500 List (more 

on that later)
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Why should we care about scien1fic compu1ng?



Scien1fic Compu1ng: a defini1on

• Applied math: gebng results out of applica1on areas 
• Numerical analysis: results need to be correctly and 

efficiently computable 
• Compu1ng: the algorithms need to be implemented 

on modern hardware
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“The efficient computa1on of construc1ve 
methods in applied mathema1cs”



Examples of Scien1fic Compu1ng 
(it really is everywhere)

Weather 
Forecas1ng
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Material Science



Examples of Scien1fic Compu1ng 
(it really is everywhere)

Streamlines for 
workstaCon 
venClaCon

Hea1ng, ven1la1on, and air 
condi1oning
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Aerospace

Automo1ve

http://en.wikipedia.org/wiki/Heating
http://en.wikipedia.org/wiki/Ventilation_(architecture)
http://en.wikipedia.org/wiki/Air_conditioning
http://en.wikipedia.org/wiki/Air_conditioning


Examples of Scien1fic Compu1ng 
(it really is everywhere)
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Temperature and natural 
convecCon currents in the eye 
following laser heaCng. 

Biomedical 
engineeringCOMPUMAG–SYDNEY 2011, STATIC FIELDS AND QUASI-STATIC FIELDS (III), PA10.2, CMP–305 2

Fig. 1. Mesh used for the numerical experiments [20]: a) full head (300,000 nodes, 27 tissues), b) grey matter, c) white matter.

matter �G(!) are modeled within a probabilistic framework,
as functions of the random variable !. Therefore jAvg , jmax,
j99�perc, eAvg , emax and e99�perc are random as well. In
particular, by using the maximum entropy principle [22] we
model (arbitrarily) �G(!) and �W (!) as independent random
variables, uniformly distributed:

�G(!) ⇠ U([0.0753 ; 0.5155]) (S/m) (1)
�W (!) ⇠ U([0.0533 ; 0.3020]) (S/m) (2)

C. The non intrusive approach

As the conductivities of the brain and the cerebellum are
two independent random variables of finite variance, we can
expand them as a truncated series of order pin in the bi-
dimensional Hermite polynomials of a random gaussian vector
⇠(!) = (⇠1(!), ⇠2(!)), known as Hermite chaos polynomials

[18]:

�G(!) ⇡
PinX

i=0

�Gi i(⇠(!)) (3)

�W (!) ⇡
PinX

i=0

�Wi i(⇠(!)) (4)

where �Gi and �Wi are scalar values that depend on the
probabilistic law of the conductivities, Pin = Cpin

2+pin
is the

number of bi-dimensional polynomials of order less than pin,
and  i is the ith bi-dimensional Hermite polynomial. To
solve the stochastic problem, we use an approach based on
a polynomial chaos decomposition of both the conductivity
and the induced fields [18]. We assume the conductivities to
be of finite variance, with no assumption on the shape of the
probabilistic distribution.

The values of the induced fields—the average current
density in the brain jAvg(!) = jAvg(⇠(!))—are computed
by the finite element method from any couple of values
(�G(⇠(!)),�W (⇠(!))). The average density belongs to a
space that can be spanned by the polynomials  (⇠(!)) and
thus written as a truncated series to an order pout:

jAvg(!) =
PoutX

m=0

jAvgm m(⇠(!)). (5)

To compute the value of the unknown real coefficients jAvgm,
we use the orthogonality properties of the Hermite polynomi-
als:

jAvgm =
E[jAvg(!) m(⇠(!))]

E[ m(⇠(!))2]
, (6)

where E[·] is the mathematical expectation. The denominator
can be computed analytically. The integral in the numerator
is computed by means of a Hermite Gauss integration scheme
with d integration points [18]:

E[jAvg(!) m(⇠(!))] ⇡
dX

i=1

...
dX

j=1

wi,j(jAvg((t1, t2)i,j)) m((t1, t2)i,j), (7)

with (t1, t2)i,j the i, j-th Gauss point and wi,j the associated
weight in the bi-dimensional Cartesian rule. The deterministic
problem must thus be computed d2 times, with the conductiv-
ity evaluated through (3) and (⇠1(!), ⇠2(!)) = (t1,= t2)i,j ,
i, j = 1, . . . , d.

III. RESULTS AND DISCUSSION

The non intrusive method is governed by three parame-
ters: pin, pout and d; pin is linked to the precision on the

Fields induced in human body close 
to power lines
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Examples of Scien1fic Compu1ng 
(it really is everywhere)

Electrical 
Engineering
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Examples of Scien1fic Compu1ng 
(it really is everywhere)

From the 
nanoscale...

... to day-to-day 
living ...

... to the 
infinitely large

Fluorescent 
proteins for 
medical 
diagnosCcs

OpCmizing 
traffic - virtual 

Namur at 
9:00am

Astronomy and planet 
habitability 



The Top500 List

• h@p://www.top500.org 
• Owner submi@ed benchmark performance 

since 1993 
– based on a dense linear system solve 
– h@p://www.netlib.org/benchmark/hpl/
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http://www.top500.org/
http://www.netlib.org/benchmark/hpl/
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HPC and CECI
• CECI is the “Consor1um des 

Equipements de Calcul Intensif” in 
Wallonia/Brussels 
– Once you create an account you can 

use all the CECI clusters 
– Funded by FNRS 
– UCLouvain, ULB, UNamur, UMons, 

ULiège 
– Single login for all clusters (more on 

that later) 
• Machines in CECI grid: 

– NIC5 @ ULiège 
– Lemaitre3 @ UCLouvain 
– Vega @ ULB 
– Hercules2 @ FUNDP 
– Dragon2 @ UMons
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h@p://www.ceci-hpc.be

http://www.ceci-hpc.be


– 73 compute nodes with two 32-
cores AMD Epyc Rome 7542 CPUs 
at 2.9 GHz and 256 GB or 1TB of 
RAM 

– Infiniband HDR interconnect 
– 520 TB BeeGFS parallel filesystem 
– The cluster is especially designed 

for massively parallel jobs (MPI) 
with many communica1ons and/
or a lot of parallel disk I/O, 2 days 
max. 

– SSH to nic5.segi.ulg.ac.be with 
the appropriate login and 
id_rsa.ceci file (more on that 
later).
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NIC5 System Summary
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External Power and Cooling



Class Goals/Topics
• Remember that defini1on “The efficient 

computa1on of construc1ve methods in 
applied mathema1cs” 
– Theory: numerical algorithms, (parallel) 

computa1on, and how to combine them 
– Prac1ce: the tools of scien1fic compu1ng, and in 

par1cular UNIX exposure (shells/command line, 
environment, compilers, profilers, debuggers, ...) 

• Setup this year:  
– Classes on Tuesday @ 1:45pm, Montefiore R7 
– 1 project ; oral exam during January session
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Computer Accounts
• CECI clusters 

– You should create an account now (h@ps://login.ceci-hpc.be) 

– Only SSH access is allowed ; if not on campus, you must use the ULiège 
VPN:  

• Jobs run in a managed environment 
– Login to the login node 

– Submit jobs to the scheduler 

– Wait 

– Collect results 

• Produc1on runs on the login node are forbidden 
– Avoid resource intensive tasks 

– Excep1ons include compilers, “standard” UNIX commands (ls, mkdir, etc.) 

• All required info is available on h@p://www.ceci-hpc.be 
– Read the FAQ! 21

https://login.ceci-hpc.be/
http://www.ceci
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